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Abstract Currently, the aerial survey system of low-altitude unmanned aerial vehicles (UAVs) has been widely used in acquiring digital map 4D prod-
ucts, mapping, digital linear maps, and other aspects. However, there are problems, such as low precision and weak practicability in constructing digital
elevation model (DEM) products through the data collected using consumption level UAVs. Therefore, improving the accuracy of DEM products obtained
by consumption level UAVs is a crucial and complex issue in the research of UAV aerial survey systems. In precision elevation measurement, the geodetic
height of a certain number of ground points with reasonable distribution in the region is often obtained first. Then, the normal height of the ground points
is obtained by leveling, and the elevation residual value surface of the region is fitted. Finally, the normal height of the points to be solved in the region
is obtained by fitting the elevation residual surface. Therefore, the elevation residual fitting method was used to improve the accuracy of consumer UAV
DEM products in this study. First, a high-quality ground point cloud was obtained by constructing the gradient filtering-cloth simulation filtering
(GF-CSF) model. Second, an abnormal elevation fitting residual DEM model was constructed. Lastly, the final DEM was obtained using the DEM differ-
ence method. The experimental results show that among the 20 random sampling inspection points, the average elevation residual was 2.3 mm, and the
root mean square error (RMSE) was 16.7 mm after the DEM accuracy was improved by the method. The average elevation residual without improving the

DEM accuracy was 28.6 mm, and RMSE was 33.7 mm.
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As a part of modern digital map 4D products, DEM promotes
the rapid development of the geographic information industry. The
use of collected terrain data to build high-quality DEMs has attrac-
ted the attention of many researchers. Compared with traditional
remote sensing technology, UAV photogrammetry can obtain a
large amount of point cloud data in a short time and accurately col-
lect the three-dimensional coordinate information of the Earth’s
surface. This provides data support for building DEM and digital
surface model (DSM) products and is an important data source for
high-resolution surface modeling' .

Currently, low-altitude UAV aerial survey systems are widely
used in the acquisition of digital map 4D products, mapping, dig-
ital linear maps, and so on. Improving the accuracy of UAV aerial
surveys is key to the application. Therefore, many domestic schol-
ars have analyzed and demonstrated the improvement of UAV aeri-
al survey accuracy from the layout of image control points lay-
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cryption' , and so forth, which makes the orthophoto image
and three-dimensional model obtained by UAV more beautiful,
clear, and widely used, and provides many new ways to improve
UAV aerial survey accuracy. The aerial survey plane accuracy of
consumption level UAVs is at the centimeter level, but the eleva-
tion accuracy is at the decimeter level. Therefore, DEM products

produced by consumption level UAVs cannot be put into actual
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aerial survey production. Hence, how to improve the accuracy of
DEM products produced by consumer level UAVs is very impor-
tant. However, there has been little discussion on the improve-
ment of DEM accuracy obtained by UAV aerial surveys. In a pre-
cision elevation survey, to obtain the normal height of the points to
be solved in a certain area, the geodetic height of a certain num-
ber of reasonably distributed ground points in the area is obtained
first; then, the normal height (the distance from the ground point
along the plumb line to the quasi-geoid) of the ground points is
obtained by leveling and the elevation residual (the difference be-
tween the normal height of the ground point and the height of the
point obtained by the drone) value surface of the area is fitted ; fi-
nally, the normal height of the points to be solved in the area is
obtained from the fitted elevation residual value surface” "'
However, this method has rarely been applied to improve the DEM
accuracy obtained by UAVs.

In this paper, a method of fitting the surface with elevation
residuals to obtain the normal height and improve the DEM accu-
racy of consumer UAVs was introduced. First, a gradient cloth fil-
ter model was constructed to obtain a high-quality ground point
cloud (in the point cloud data of the research area processed by
the aerial photos, the points after filtering to remove buildings,
vegetation and weeds). Second, the abnormal elevation fitting re-
sidual DEM model with Global Navigation Satellite System Real-
time kinematic (GNSS RTK) measured elevation as the real value
was constructed. Third, the final DEM was generated using the
raster calculator tool in Arcmap 10. 2 to perform raster calculations

on two raster images ( DEM difference method) and quadratic pol-
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ynomial fitting surface. Finally, the accuracy of this method was
verified by comparing it with the original DEM.

1 Theoretical basis

1.1 Gradient filtering ( GF)
mines whether to reject or receive a selected point by comparing
the high difference between two points ™', The threshold of the

Gradient filtering mainly deter-

height difference between two points is defined as a function of the
distance between two points, namely the filtering kernel function
of Ak, (d).

When filtering, with a decrease in the distance between two
points, the point cloud data points with large elevation values are
less likely to belong to ground points. It is supposed that A is the
original data set, DEM is the ground point set, and d is the dis-
tance between points, the point that satisfies the following filter
function is the ground point cloud.

DEM = |p, A ¢ h, ~h, <Ah,, (d(p,, p)) | (1)

For a given point p,, if an adjacent point p; cannot be found
to make it satisfy formula (2), p, is classified as a ground point.

by —h, > Ak (d(p,, p))) (2)
1.2 Cloth simulation filtering ( CSF)

filtering algorithm is a filtering algorithm based on surface adjust-

The cloth simulation

ment. It inverts the scanned point cloud and then covers the in-
verted point cloud with a rigid cloth™~""). By analyzing the inter-
action between the cloth node and the points in the corresponding
point cloud, the position of the cloth node can be determined to
generate an approximate surface shape. Finally, by comparing the
distance between the points in the original point cloud and the
generated cloth surface, the ground points can be extracted from
the point cloud entity. The inversion process is illustrated in

Fig. 1.
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Fig.1 Schematic diagram of CSF

1.3 Elevation residual fitting The basic idea of the accuracy
improvement method in this study was to determine a surface using
a group of known elevation residual points in a certain area and
then determine the elevation residual values of other measuring
points in the area using the surface and points. The determined
surface is the best for fitting the data to reflect the changing trend
of these discrete data and minimize the sum of squares of error of
data points. In the smart3D capture generation model, the eleva-
tion difference between the image control point and the corre-
sponding point of the RTK measurement constitutes a functional
relationship with its plane coordinates (x, y) :

AZ =f(x, y) (3)

where f (x, y) is a polynomial function. If a quadratic polynomial
is taken as an example, the expression is as follows:
AZ =ay +a,% +a,y + a5y +a,x +asy (4)
where a,, -+, as are the model parameters to be solved.
Therefore, the least square matrix corresponding to the fitting
plane of abnormal elevation based on the polynomial is as follows:
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Where (x] ’ }’1), (xzv }/z)’ ) (xn’ yn) are the plane COOI‘di-

n

nates of the elevation residual points, and AZ, , AZ,, ---, AZ, are
the elevation residual values of the corresponding points. The
model parameters can be obtained by applying the solutions of the
normal equations to fit the elevation residual values of other points
in the survey area.

2 Material and methods
2.1 Study area The experimental area was located in the
Shannan campus of Anhui University of Technology, Huainan
City, Anhui Province. The experimental area was approximately
0.324 km long and 0. 153 km wide, and the survey area was about
0.050 km’.

neat internal roads, undulating terrain, vegetation, grassland, and

The experimental area comprised several buildings,

water areas. The location of the study area is shown in Fig. 2.
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Note: Red rectangle indicates the study area.

Fig.2 TImage of the experimental area

The DJI Phantom 4pro four-rotor UAV was adopted in this
study to obtain image data, and its basic parameters are listed in
Table 1. The flight altitude of the UAV in the experimental area
was 100 m, and the heading and side overlap of the UAV flight
was set to 80% .

Before UAV aerial photography, the UAV was used to pre-
liminarily obtain the orthophoto map of the experimental area, de-
termine the terrain and aerial flight route according to the or-
thophoto map, and preliminarily select the position of the control
point. Based on the preselected position, the image control points
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were arranged on the ground, and the coordinates of the image
control points in the CGCS 2000 coordinate system were collected
using RTK. The image control points were arranged by a regional
network, and the coordinates were obtained using the GNSS RTK
method. RTK was continuously observed four times under the con-
dition of the central fixed solution, and the mean value was taken
as the final coordinate. A total of 58 image control points were col-
lected in the study area as control points and checkpoints.

Table 1 UAV-related parameters

UAV model

Weight-including battery and blades /g 1390
Image sensor 1 inch CMOS

Maximum horizontal flight speed //km/h 72

GPS/GLONASS  dual-mode
positioning system

FOV //° 84

Flight time // min 25

0-40

Phantom 4Pro

Satellite positioning module

Operating ambient temperature // °C.

2.2 Construction of GF-CSF model When GF is used to ex-
tract ground points in the experimental area, the filtering effect on
low vegetation is good, but the filtering effect on tall trees or the
top of buildings is poor. Conversely, the filtering effect on the
weed beside roads and low vegetation in the area covered by vege-
tation is poor as CSF is used to extract the ground points in the ex-
perimental area, but the filtering effect on buildings and medium
and high vegetation is good. To obtain an accurate DEM of the ex-
perimental area, a GF-CSF filtering model was constructed by
combining GF and CSF in this study. GF was used to obtain the
ground seed points firstly, and then CSF was used to filter the
ground seed points to ensure that the non-ground point cloud was
fully deleted. The specific steps of the filtering method are as
follows :

(1) Determining the GF threshold.

(2) Calculating the distance d between the seed point and
the adjacent point.

(3) Examining the relationship between d and threshold,
and obtain seed ground points.

(4) Initializing the cloth grid, and set C as the virtual grid to
the seed ground points.

(5) Projecting all seed ground point data and grid particle
data to the same horizontal plane, find each particle of the cloth
and the nearest point in the point cloud and record its elevation
value.

(6) Calculating the displacement each movable particle in
the virtual grid of under the action of gravity and comparing the el-
evation value of the point with the corresponding point cloud. If
the elevation value of a particle is equal to or less than the eleva-
tion value of its corresponding point cloud, the particle is placed
at the location of the point cloud and set as a non-movable point.

(7) Calculating the displacement of each virtual grid particle
under the action of internal force.

(8) Repeating steps 6 and 7. The filtering ends when the
maximum elevation change in all virtual particles is sufficiently

small or reaches the I set by the user.

(9) Distinguishing between ground and non-ground points.
If the distance between the point in the seed ground point and its
corresponding virtual particle was less than the filtering threshold,
the point was classified as a ground point; otherwise, it was clas-
sified as a non-ground point.

In conclusion, the GF-CSF parameter systemis [R, C, I, T],
where R is the fabric hardness coefficient; C is the fabric grid res-
olution; I is the maximum number of iterations, and T is the
GF-CSF classification threshold.

The flow chart of the ground point cloud acquisition based on

the GF-CSF method is shown in Fig. 3.
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Fig.3 Flow chart of GF-CSF acquiring ground points

2.3 Elevation fitting method based on polynomial surface
model Under the condition of the RTK-centered fixed solution,
50 feature points with the mean value as the orientation of the final
coordinate were continuously observed four times. Subsequently,
they were selected in an equidistant manner in the experimental
area. The experimental area model was generated through smart3D
capture high-precision image dense matching technology, and the
three-dimensional setting of the feature points under this model
was obtained. Thus, the residual value of the feature points in the
elevation direction was obtained, and the polynomial fitting plane
of each degree was constructed. The evaluation function was con-
structed through the root mean square error (RMSE) of each poly-
nomial fitting effect and the overall plane fitting effect (R*), as
shown in formula (6).

RMSE + (1 -R*)
I S— (6)

The optimal polynomial was then selected to fit the elevation

F =

outlier surface according to the lowest point of the evaluation func-
tion curve, and the specific steps are as follows;

(1) Obtaining the point coordinates and elevation residual
value required by the fitting plane.

(2) Constructing polynomial functions.

(3) Obtaining the model parameters according to the feature
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points.

(4) Calculating the RMSE and R* values under the polyno-
mial fitting of each degree.

(5) Calculating the evaluation function value F, and selec-
ting the optimal degree polynomial according to F.

(6) Determining the fitting plane and obtain the fitting
DEM.

In this study, the polynomial degree was selected as primary,
secondary, tertiary, and quartic for comparative analysis, and the
effects of polynomial fitting feature points were compared. The re-
sults are presented in Table 2 and Fig. 4.

Table 2 Polynomial fitting effect

Frequency RMSE //m R? F
1 0.03 0.177 8 0.4237
2 0.01 0.745 6 0.1345
3 0.02 0.455 1 0.283 6
4 0.03 0.129 6 0.450 3

0. 030

0. 025

g
0. 020
0. 015
1 2 3 4
F

Fig.4 Polynomial fitting effect

From Table 2, it can be noted that in terms of RMSE, when
fitting the plane with polynomials of various degrees, the primary,
tertiary and quaternary RMSE values exceed 0. 02, and the sec-
ondary RMSE value is 0.01. In terms of the overall goodness of fit
of the regression equation, the primary, tertiary, and quaternary
R® are lower than 0. 5, and the secondary R’ value is 0.745 6. As
can be observed from Fig. 4, the change trend of the F' curve

shows that the curve exhibits the '

"arc distribution" trend, and
there is an inflection point during the second time. It can be noted
that the quadratic polynomial fitting elevation residual surface has
high accuracy.

3 Results
3.1 Data analysis results
remote sensing image processing software was used to preliminarily

Smart3D capture professional UAV

process the aerial photos obtained in the experimental area to mini-
mize the impact of the RTK measuring point error on the final
model accuracy. The coordinates of the 58 image control points
were measured in the obtained digital orthophoto map, digital sur-
face model, and three-dimensional model of the study area. Fur-
ther, the gross error was processed using the 3sigma criterion' "
as shown in formula (7).

(x, -x)" + (%, —x) 4 (x, -x)’

n-1

lx, - %l >3

(7)

where x, is the elevation difference between the image control point
in the generation model and the corresponding point of the RTK
measurement ; x is the mean value of the elevation difference, and
n is the number of image control points.

The absolute error value of each sampling point was calculat-
ed and compared with three times the standard deviation. If it was
greater than three times the standard deviation, it was eliminated,
and the steps were repeated until there was no elimination. The
smart3D capture high-precision image dense matching technology
was used to process the remaining image control points and auto-
matically match the points with the same names in all collected
image data. Accurate terrain and feature information was ob-
tained, and dense point clouds were generated. The data process-
ing results are shown in Fig. 5.
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Note: a. DOM; b. DSM render; c. Point cloud.
Fig.5 Data processing results

3.2 High-precision DEM results By combining the ground
point coordinates and elevation outliers obtained in the data acqui-
sition and processing stage, an elevation residual fitting plane
based on a quadratic polynomial was constructed. The calculated
model parameters are as follows: a, =1.716e +07, a, = —2.406,
a,=-9.187, a; = -6.97¢ =07, a, =4.908¢ — 06, and a5 =
1.323e —06. The results of the model construction are shown in
Fig. 6 (the Y coordinate is translated to a certain extent).

First, the ground point cloud obtained by GF-CSF was used
to construct the seed DEM. Second, the surface fitted by a quad-
ratic polynomial was used to construct the residual DEM. Lastly,
the final DEM was obtained using the DEM difference method.
The results are presented in Fig. 7.

It can be observed from Fig. 7 that the overall elevation trend
of the experimental area is the same before and after the accuracy
improvement. To verify the effectiveness of DEM accuracy im-
provement, 20 inspection points were selected in the experimental
area based on the principle of the random sampling method. The
distribution of sampling points is shown in Fig. 8. The coordinates
of inspection points were obtained using the same method as in the
data acquisition stage. Then, the elevation of each checkpoint
measured using DEM was compared before and after the accuracy
improvement, and the elevation residual AZ was calculated. The

results are presented in Table 3.
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Fig.6 Fitting effect of the experimental area

Table 3 Sampling inspection results for accuracy improvement effect m

Serial GNSS RTK .. B('efore .. After
number measurement premsmn 1mpr0vemem premsmn 1mpr0vement
results Z 7 AZ 7 AZ
1 49.5685 49.6046 -0.0362 49.5597  0.008 7
2 49.510 1 49.5656 -0.0556 49.5193 -0.0093
3 49.3886  49.4274 -0.0389 49.3603  0.0282
4 49.5096 49.5331 -0.0236 49.5095 0
5 49.4395 49.4386  0.0009 49.4288  0.0107
6 49.2490 49.3010 -0.0520 49.2986 -0.0496
7 49.0425 49.0514 -0.0089 49.0540 -0.0115
gl 5048 Ln gyl 0%l 6 8 49.7054 49.7162 -0.0109 49.7020  0.003 3
o404 S B o 46,986 9 m
020 m 020 m 9 50.110 6 50.0961  0.0145 50.0977  0.0129
- - 10 49.0463 49.0878 -0.0415 49.0438  0.0025
Note: a. Seed DEM; b. Final DEM. 11 49.5345 49.5459  -0.0114 49.534'5 0
Fig.7 DEM rendering 12 49.8002 49.9215 -0.0313 49.8930 -0.0028
13 49.9090 49.9445 -0.0356 49.9163 -0.007 4
14 49.8886  49.9317 -0.0431 49.9033 -0.0147
15 49.6467 49.6789 -0.0322 49.6467 0
16 48.8679 48.9140 -0.0461 48.8666  0.001 3
17 49.6367 49.6561 -0.0194 49.6195  0.017 2
18 49.4427 49.4695 -0.0269 49.4179  0.0247
19 49.4134  49.4560 -0.0426 49.4035  0.009 9
20 49.4051 49.4379 -0.0328 49.3847  0.0204

As shown in Table 3 and Fig. 9, among the 20 randomly sam-
pled inspection points, the DEM was closer to the measured eleva-
tion after the accuracy was improved, and the elevation residual
was significantly reduced compared with that before the improve-

ment. To further understand the accuracy improvement effect, the

RMSE values of the elevation residuals were calculated using the

Fig.8 Plane position of sampling points above data. The RMSEs before and after lifting were 33.7 mm and
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16.7 mm, respectively, and the DEM accuracy was improved.
This method can effectively solve the inaccuracy problem of the
aerial survey DEM of low-precision UAVs.

a AZ before improvement
3 e AZ after improvement

4

Fig.9 Sampling inspection of accuracy improvement effect

4 Discussion

The setting of various parameters in the GF-CSF parameter
system had a direct impact on the filtering effect. Based on experi-
ence and by combining with the topographic characteristics of the
experimental area, [R, C, I, T] was set as [2, 0.6, 500, 0.4].

(1) Visual qualitative evaluation. According to the visual
qualitative evaluation criteria, it can be determined whether the
filtered ground point data meets the mapping requirements. As can
be seen from Fig. 10, generally, buildings and trees can be well
divided into non-ground points; however, low weeds in some roads
cannot be effectively eliminated. Therefore, the overall filtering
effect of the edge of the test area must be improved. The vertices
of houses close to the scarp are wrongly divided into ground
points, while some higher houses are easily wrongly eliminated be-
cause dense point cloud data have a high probability of misjudg-
ment in the matching process. Therefore, during post-processing,
the dense point cloud data should be thinned, followed by point
cloud matching to effectively reduce the misjudgment of point
cloud matching at some locations.

(2) Quantitative statistical evaluation. In 2003, the Interna-
tional Society for Photogrammetry and Remote Sensing ( ISPRS)
proposed an error evaluation standard for filtering algorithm re-
sults. In this standard, the filtering result errors are divided into
three categories; omission error [/ refers to the percentage of the

Table 4 Error analysis of filtering results of each filtering algorithm

number of ground points wrongly divided into non-ground points in
the total number of ground points; commission error /I is the per-
centage of the number of ground points wrongly divided among
non-ground points in the total number of non-ground points; total
error 1] is the percentage of the total number of ground points and
non-ground points incorrectly divided by the total number of point

cloudd ™",
I=a/(a+c) (8)
I=b/(b+d) (9)
Hl=(a+b)/(a+b+c+d) (10)

where a is the number of ground points wrongly divided into non-
ground points; ¢ is the number of ground points correctly divided;
b is the number of non-ground points wrongly divided into ground
points; d is the number of non-ground points correctly divided.
Based on a statistical quantitative method, the effect of point cloud
filtering more intuitively reflects the filtering effect of each filtering
algorithm. The results of filtering effects are presented in Table 4.

a N b N

A A

Elevation [ m Elevation [ m

B 50.5
n 75 50.0
70 49.5
-~ 65 49.0
60 48.5
55 2~ 48.0
50 ’ 47.5
0 20m v L 0 20m
C N d N

A A

Elevation I/l m Elevation Il m

- g s0.5
15 50. 0
70 49.5
65 49.0
60 48.5
55 48.0
o ] 4.5
0 20m H /’ 0 20m

Note: a. Original points cloud; b. CSF ground points; ¢. GF ground
points; d. GF-CSF ground points.
Fig.10 Comparison of filtering effect

Types Reference data Filtering results Misjudgment results Errors // %

Ground point  Non-ground point  Ground point Non-ground point  Ground point Non-ground point Omission error Commission error Total error
GF 850 533 587 815 573 604 567 577 20 238 276 929 3 33 21
CSF 604 203 834 145 522 904 735 829 98 316 81 299 16 10 12
GF-CSF 650 368 787 980 627 058 709 845 78 135 23 310 11 3 7

Some ground points in the ground covered by higher vegeta-
tion were mistakenly classified as non-ground points, while others
appeared in the surrounding points of buildings. Commission er-
rors mainly occurred in the low vegetation point cloud that was

misclassified as ground points. Table 4 shows that the omission er-
ror of the GF in the experiment was 3% , and the commission error
was 33% . The omission error of the CSF in the experiment was
16% , and the commission error was 10% . The GF has a good fil-
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tering effect on the surrounding low vegetation when filtering non-
ground point clouds, but it is not good for the upper point clouds
of higher buildings. The CSF had a poor filtering effect for low
vegetation, but it had a good filtering effect for high building point
clouds. Therefore, the omission error was 11% , the commission
error was 3% , and the total error was 7% . The point cloud filte-
ring effect in the entire experimental area was good.

5 Conclusions

(1) The omission error of the GF-CSF method was 11% , the
commission error was 3% , and the total error was 7% . The filte-
ring effect of the point cloud in the whole experimental area was
good. Therefore, the GF-CSF method had a good filtering effect
for areas with most buildings, complex internal roads, undulating
terrain, low, medium, and high vegetation, grassland, and water
areas.

(2) The fitting results of elevation residuals were not im-
proved with the increase in polynomial order. Compared with the
fitting results of first-order and third-order, the fitting accuracy of
the second-order polynomial was higher. In this study, the quad-
ratic polynomial was used to fit the DEM. The RMSEs before and
after fitting were 33.7 and 16.7 mm, respectively, and the DEM
accuracy was improved.

(3) After the GF-CSF has obtained high-quality ground
points and constructed DEM, combining the fitting plane method
with abnormal elevation values significantly improved the DEM ac-
curacy of low-precision UAVs. However, taking the measured
RTK data as the real values, the improved DEM accuracy was only
close to the RTK accuracy.
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