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Design of Fish School Behavior Pattern Recognition Model
SPD-YOLOv10n
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Abstract A common but flawed design in existing CNN architectures is using strided convolutions and/or pooling layer, which will result in the loss of fine-grained
feature information, especially for low-resolution images and small objects. In this paper, a new CNN building block named SPD-Conv was used, which completely
eliminated stride and pooling operations and replaced them with a space-to-depth convolution and a non-strided convolution. Such new design has the advantage of
downsampling feature maps while retaining discriminant feature information. It also represents a general unified method, which can be easily applied to any CNN ar-

chitectures, and can also be applied to strided conversion and pooling in the same way.
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The YOLO ( You Only Look Once) model family'"” has been
widely used in the field of fish school behavior recognition because
of its efficient target detection performance. Although YOLOv10™'
has higher detection accuracy and faster reasoning speed than pre-
vious models, it still faces certain challenges in fish school behav-
ior pattern recognition, especially in low-resolution images. In this
study, in order to solve these problems, SPD-YOLOv10n, an im-
proved model based on YOLOv10, which further optimized the
feature extraction module and significantly improved the detection
precision and calculation efficiency of the model in complex water
environment, was proposed. Moreover, SPD-YOLOv1On further
improved the adaptability of the model to dynamic fish school be-
havior by enhancing the training data and improving the loss

function.

Design of SPD-YOLOvV10n model
SPDConv module

The SPDConv layer enhances the representation capacity of
spatial pattern by special spatial division ( downsampling opera-

BJ . Through four different spatial slices of

tion) on input tensor
the input tensor, the spatial structure information of the input im-
age in different regions was captured. Then, the information was
spliced together to provide richer spatial context information for
subsequent convolution operations. The SPD component downsam-
pled the feature maps inside CNN and across the whole CNN as
shown below. When considering the intermediate feature map X
with an arbitrary size of S x S x Cl, the sub-feature map se-
quences were sliced as following:

Joo =X[0: S: scale, 0: S: scale], f,, =X[1: S: scale, O:
S: scale],. ..,
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The schematic diagram of SPD-Conv is shown in Fig. 1.
Improved SPD-YOLOv10n

The structure of optimized SPD-YOLOv10n algorithm was ob-
tained by replacing the original convolution with an SPD-Conv
building block. The structure diagram of the optimized SPD-
YOLOv10n algorithm is shown in Fig. 2.

Performance Evaluation of SPD-YOLOv10n
Fish School Behavior Pattern Recognition Model

Multi-index analysis of model training verification process

The training loss (train/box_loss, train/cls_loss, train/dfl_
loss) ™) and verification loss (val/box_loss, val/cls_loss, val/dfl
_loss )™ in the loss indicators showed a continuous downward
trend in the training and verification process, indicating that the
model was constantly improving and the prediction error was grad-
ually decreasing. Metrics/precision(B) (precision) and metrics/
recall(B) (recall)™ in the classification indicators rose rapidly
at the initial stage of model training, and then tended to be stable,
and their values were close to 1.0. The model had high precision
and recall. MAP (average precision) metrics/mAP50(B) ( mAP
@0.5) and metrics/mAP50-95 (B) (mAP@ 0.5 —0.95)" in
target detection and segmentation indicators all showed a rapid
growth and tended to be stable, indicating that the curve trend of
the model still maintained good performance under the stricter
evaluation index mAP@0.5 -0.95 (Fig. 3).
Analysis of model training results

Through the comparison table of model results, it could be
seen that the improved SPD-YOLOv10n was greatly improved com-
pared with the original model (Table 1).
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Fig. 1 Schematic diagram of SPD-Conv

Table 1 Comparison of model results

Model P R MAP50 MAP50-95
YOLOv10n 0.904 0.850 0.852 0.891
SPD-YOLOv10n 0.908 0.854 0.859 0.906
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Fig. 2 Structure diagram of optimized SPD-YOLOv10n algorithm

As shown in Table 1, the accuracy of YOLOv10n was 0.904,
and that achieved by SPD-YOLOv10n was 0. 908, showing an in-
crease of 0. 004. The variation showed that the SPD-YOLOv10n

model was improved slightly in reducing false positive and could

detect the targets more accurately. The recall of YOLOv1On was 0.
850, and that of SPD-YOLOv10n was 0. 854, showing an increase
of 0. 004. The improvement of recall meant that the SPD-
YOLOv10n model could identify more true positive when detecting
targets, and reduce false positive. In terms of the mAP50 index,
the value of YOLOv1On was 0. 852, and that of SPD-YOLOv10n
increased to 0. 859, an increase of 0. 007. This improvement
meant that SPD-YOLOv1On could provide better positioning and
matching in target detection, especially when loU was greater than
0.5. From the perspective of the mAP50-95 index, the value of
YOLOv10n was 0. 891, and that of SPD-YOLOv10n was 0. 906,

space-to-depth on a feature map(X)

Convolution (stride=1)

(c) (d) (e)

increasing by 0.015. This increase was more obvious under a strict
IoU threshold, which showed that the SPD-YOLOv1On model had
improved its ability to accurately locate targets and was adapted to
higher accuracy requirements. Compared with YOLOv1On, SPD-
YOLOv10n was improved to a certain extent in various evaluation
indexes (accuracy, recall, mAP50 and mAP50-95) , especially in
positioning accuracy (improvement of mAP50-95). Although the
improvement ranges seem small, in practical application, these
minor improvements can significantly improve the reliability and
robustness of the model, especially in more complex detection
tasks. It shows that the SPD-YOLOv10n model can provide higher
detection accuracy while maintaining low computational complexi-
ty, and is suitable for efficient deployment in the environment with
limited resources.

In the early stage of training, the loss of YOLOv10n-improve
rose slightly faster than that of YOLOv10n, but after about 150 ep-
oches, the loss of YOLOv10n increased rapidly, while YOLOv10n-
improve maintained a more stable growth trend. YOLOv10n-im-
prove was more stable in the convergence process than YOLOv10n,
which might indicate that the improved algorithm optimization
strategy was more effective and avoided over-fitting or gradient ex-
plosion. The loss value of YOLOv10n fluctuated and rose greatly in
the later period, which might reflect the instability of training. The
improved algorithm had obvious advantages in this respect. The
improved model exhibited a consistent improvement in the perform-
ance of mAP@0.5, especially in the later stage of training ( after
150 epoches). Both of them quickly reached a high mAP value
(>0.7) in the first 50 epoches, and were then gradually stabi-
lized. Tn the later period of training (200 — 300 epoches), the
mAP curve of YOLOv10n-improve was obviously more stable than
YOLOv10n, showing that it had stronger generalization ability and
was not easily affected by data noise or over-fitting. The improved
model was also superior to YOLOv10n in the performance of mAP
@0.5.0.95, especially in the later period (200 —300 epoches ).
mAP@0.5:0.95 considered the average precision under multiple
IoU thresholds, which could reflect the robustness of the detection
model in different target sizes and positions. The improvement of
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this index showed that the improved algorithm had significantly op-
timized performance in multi-scale target detection and fine-

train/box_loss train/cls_loss

train/dfl_loss

grained prediction. The curves of Loss, mAP@ 0.5 and mAP@
0.5:0.95 are shown in Fig. 4.
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Fig. 4 Curves of Loss, mAP@0.5 and mAP@0.5:0.95

Conclusions and Discussion

In this study, the improved SPD-Conv convolution structure
was used to replace the feature extraction layer in the traditional
YOLOv10 model, and a new efficient feature extraction module
was constructed, which effectively improved the feature expression
capacity and the overall performance of the model. The experimen-
tal results on the self-built data set showed that the improved SPD-
YOLOv1On was improved to a certain extent compared with
YOLOv1On in terms of various evaluation indexes ( precision, re-
call, mAPS0 and mAP50-95) , especially in positioning precision
(improvement of mAP50-95). Although the improvements may be
insignificant, in practical application, these small improvements
can significantly enhance the reliability and robustness of the mod-
el, especially in more complex detection tasks.
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