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Extraction of Suspected Illegal Buildings from Land Satel-
lite Images Based on Fully Convolutional Networks
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Abstract In the management of land resources and the protection of cultivated land, the law enforcement of land satellite images is often used as one of
the main means. In recent years, the policies and regulations of the law enforcement of land satellite images have become more and more strict and been
adjusted increasingly frequently, playing a decisive role in preventing excessive non-agricultural and non-food urbanization. In the process of the law en-
forcement, the extraction of suspected illegal buildings is the most important and time-consuming content. Compared with the traditional deep learning
model, fully convolutional networks (FCN) has a great advantage in remote sensing image processing because its input images are not limited by size,
and both convolution and deconvolution are independent of the overall size of images. In this paper, an intelligent extraction model of suspected illegal
buildings from land satellite images based on deep learning FCN was built. Kaiyuan City, Yunnan Province was taken as an example. The verification re-
sults show that the global accuracy of this model was 86.6% in the process of building extraction, and mean intersection over union (mloU) was 73.6% .
This study can provide reference for the extraction of suspected illegal buildings in the law enforcement work of land satellite images, and reduce the tedi-

ous manual operation to a certain extent.
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In the law enforcement of land satellite images, newly-added
illegal construction land accounts for most of the illegal types, and
the results of the law enforcement of land satellite images, as basic
data, have been widely used in natural resources, agriculture, en-
vironmental protection, emergency management, energy security,
public security and other related industries, with broad application
prospects and huge potential' ~’. Buildings in remote sensing im-
ages tend to have more obvious features and higher recognition
than other map spots, and the same is true for computer perspec-
tive. Studying the extraction of suspected illegal buildings in
the law enforcement of land satellite images based on artificial in-
telligence technology can better support natural resource manage-
ment and serve the construction of ecological civilization, support
the needs of various industries, and serve social and economic
development™’ .

At present, the extraction of suspected illegal buildings main-
ly rely on manual extraction, with advantages of a long extraction
cycle, wrong and miss extraction, and low overall efficiency. The
main form is to determine the spatial position of land use change
by manual visual interpretation of high-resolution satellite remote
sensing images before and after different years. The extraction is
mostly conducted based on the subjective experience of the opera-
tors to interpret the features of remote sensing images, and the
quality cannot be guaranteed. Moreover, the speed of manual ex-

traction is difficult to meet the current work. Therefore, in the
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context of big data and artificial intelligence, it is urgent to use
advanced theories such as machine perspective and deep learn-
ing* ™ to realize the automatic extraction of suspected illegal
buildings.

In this paper, fully convolutional neural network, which has
a high usage rate in deep learning, was applied to the extraction of
suspected buildings in the law enforcement of land satellite ima-
ges. Based on the cultivated land data, historical illegal records
and remote sensing image information of Kaiyuan City, Honghe
Hani and Yi Autonomous Prefecture, Yunnan Province over the
years, the method for the extraction of suspected illegal buildings
in the law enforcement of land satellite images based on fully conv-
olutional neural network was mainly studied to improve the extrac-
tion speed and accuracy of suspected illegal buildings in the

process of the law enforcement.

1 Fully convolutional network model

In recent years, the deep learning technology in the field of
artificial intelligence is booming at an unprecedented speed, which
profoundly reflects the simulation and transcendence of the com-
plex information processing mechanism of the human brain. The
core idea is to build a multi-layered network architecture that
forms a deep neural network by stacking nonlinear data conversion
modules (i.e. neurons or layers) on top of each other. Based on
massive training data, this structure can gradually optimize its own
parameters to approximate or represent extremely complex input-
output relationships, and achieve highly flexible and powerful data

representation capabilities”’ ~*. With their high sensitivity to com-
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plex data patterns and learning ability, a deep learning algorithm
has become a powerful tool for detecting changes in high resolu-
tion, and can accurately capture and analyze subtle changes in im-
ages using annotated datasets. It is widely used in satellite remote
sensing, medical analysis, automatic program and other image
recognition fields. This network model constructs a multi-layer
convolutional neural network architecture, and makes use of a
large number of high-resolution label data for in-depth analy-
sis” ™", For example, Chen et al. "' proposed a method based
on temporal and spatial attention, and applied it to the detection of
changes in remote sensing images, which greatly improved the de-
tection accuracy. Using deep learning and change vector analysis
(CVA), Wang Chang et al. "™ detected changes in three groups
of remote sensing image datasets, and the results show that the
change detection accuracy of deep learning method was higher than
that of CVA method.

In the task of image classification, there are three kinds of
convolutional neural network models with outstanding perform-
ance, namely AlexNet, GoogleNet and Vggl6é Net. In 2015,
Long et al. carried out a fully convolutional network transformation
of these three models. Then, on the PASCAL VOC dataset organ-
ized by the PASCAL ( Pattern Analysis, Statical Modeling and
Computational Leaning) network, conducted experiments on im-

age semantic segmentation, and proposed the concept of fully con-
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50050043

Convolution

volutional networks (FCN). The experimental results show that
the model based on Vggl6 Net had the best effect in image seman-
tic segmentation. Based on the above research results, the above
FCN transformed based on Vggl6 Net was selected to extract
building information. In this paper, the main task of extracting
building information is to divide remote sensing images into two
categories : buildings and background. Therefore, the number of
categories to be classified in this network was set as 2. A deep
learning model usually includes input layer, convolution layer, ac-
tivation layer, pooling layer, fully connected layer, and output
layer. Full convolution means that fully connected layer in the
classification network are replaced by convolutional layers. FCN is
derived from convolutional neural networks (CNN)™™ and CNN
means connecting fully connected layer after the convolutional lay-
er and finally outputting a result corresponding to the probability of
various categories. FCN upsamples the convolutional output
through the deconvolution layer to restore it to the size of the input
image, so as to realize the classification prediction of a pixel.
Compared with CNN, the fully connected layer of CNN needs a
fixed size to determine the weight, while the input image of FCN is
not limited by size, and neither convolution nor deconvolution de-
pend on the overall size of an image. The network structure of

FCN is shown in Fig. 1.
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Fig.1 Network structure of FCN

2 Construction of an intelligent extraction
model of suspected illegal buildings from land
satellite images

Aiming at the problems existing in the process of extracting
suspected illegal buildings from land satellite images, an intelli-
gent extraction model of suspected illegal buildings from land satel-
lite images based on FCN was constructed. The function of the in-

put layer is to read the samples. In this paper, the images of
buildings with different sizes were used as the samples. Convolu-
tion layer, activation layer and pooling layer were used to extract
sample features. The output layer predicts the classification results
of the output pixel.

2.1 Convolution computation In mathematics, the convolu-

tion h(x) of two functions f(x) and g(x) can be calculated as fol-
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lows:
h(x) =7 f(r)g(x —1)dr (D
In deep learning, discrete convolution can be calculated as
follows
y(n) =27, %+ h(n-i) (2)

In the formula, x and h represents the weight of input and to
be learned, respectively; i represents the current item; n is the to-
tal item. The core of convolution calculation is to use a convolution
kernel of preset size to carry out the ergodic multiplication and
summation operation on an image surface according to the given
step size. In this process, the weight and bias values contained in
the convolutional kernel are not artificially set, but are obtained
relying on the automatic learning and optimization of the neural
network in the training stage.

The pooling layer plays a key role in reducing the size of a
feature map and model parameters. It achieves this function by
moving a fixed-size window at a certain step on the feature map
output by the convolutional layer. Within the area covered by each
window, the pooling layer selects the maximum ( namely perform-
ing the maximum pooling operation ) or calculates the average
(namely performing the average pooling operation) , and uses the
value as the output of that window. This mechanism not only effec-
tively reduces the dimension of the feature map, but also further
simplifies the number of parameters in the network, thus improving
the training efficiency and generalization ability of the model.

2.2 Upsampling

ers of the convolutional neural network are replaced by convolu-

In FCN, the last several fully connected lay-

tional layers, and the output of the input image is a high-dimen-
sional feature map after several convolutional pooling operations.
In order to solve the problem of image size reduction caused by
convolution and pooling, the feature map is upsampled to the same
size as the input image, and then each pixel is classified to achieve
the purpose of image segmentation.

The upsampling methods mainly include deconvolution, up-
pooling and bilinear interpolation. Bilinear interpolation was used

in this paper, and the formula"™ is as follows:

ya=3l —a—{%}” 1-B-{t/n|

X\ s/nl+a, Lt/n]+B

(3)

In the formula, n is the sampling factor greater than 0, and is

determined according to the magnification times of the feature
map; s, ¢ is the relative coordinate of the pixel after sampling,
with the value range of [1, n]; a, Bis0 or 1, and is used to de-
termine the position of the four pixels closest to the output pixel
point; {:--} denotes taking the decimal part; | --- | means taking
the integer part; |---| means taking absolute value; x is the pixel
value of the input feature map; y is the pixel value of the output
feature map by upsampling'’.
2.3 Update strategy of learning rate Learning rate varies dy-
namically according to a polynomial pattern. Its update strategy is
formula (4) .

new _lr=\ - initial _Ir (4)

In the formula, new _Ir is the new learning rate obtained; in-
itial _Ir is the initial learning rate; A is obtained by parameters in-
itial _Ir and epoch, and epoch is the number of iterations of the

model.
2.4 Loss function
to evaluate the performance of a model. The loss function quanti-

In deep learning, the loss function is used

fies the degree of classification errors of the model, and continu-
ously adjusts the parameters during the training process to optimize
its minimum, so as to make the data more fitting and increase its
generalization ability. In this paper, cross entropy loss function
was adopted, and its formula is as follows;

Loss = _L,;[yiln&i"'(l_yi)ln(l_&i)J (5)

In the formula, n represents the total number of samples; i
means the current sample; y, stands for the true label; y, is the
prediction value of the model, namely a probability between O
and 1.

The stochastic gradient descent ( SGD) algorithm can be
adopted for iterative training'”’. When the classification results of
the model are the same as the true label, the minimum of the cross
entropy loss function is 0. As the difference between them is grea-
ter, the value of the cross entropy loss function approaches infini-
ty. By minimizing the cross entropy loss function, the prediction of
the model is approximated to the true label to the greatest extent,
and the accuracy and classification performance of the model are
improved.

2.5 Method of accuracy evaluation
curacy (PA), global accuracy ( GA), mean intersection over

In this paper, pixel ac-

union (mloU) and Kappa coefficient were used as evaluation indi-
cators. Their formulas are as follows:

PA, = "P"" (6)
P
3P,
CA=—=— (7)
Z"lmz;lpi m
Zw
mloU =—; (8)

i;(xi Y =% 0 y)
N - .;Pm' - ;( ZiPi,m) - ( lem,i)
Kappa = S —= 9)
N _l;([;P:‘,m) : (”;Pm,i)

In the formulas, PA, is the accuracy of pixel i; n represents

the number of categories in semantic segmentation, namely the
number of channels output by the last layer of the neural network;
P, ,, means the number of pixels that should belong to class ¢ but

are predicted to be class m; P, ; represents the number of pixels

that should belong to class m but are predicted to be class i; N is

the total number of pixels' .

3 Case verification
3.1 Data sources Kaiyuan City, located in the southern end of
Yunnan Plateau, is adjacent to Kangdian axis in the west and
Qiangui Platform in the east, and is between two natural faults
(the Red River and Nanpan River). The long-term geological tec-
tonic activities have shaped a rich and diverse geomorphic land-
scape here, including fold belts, fault layers, subsidence basins

and widely distributed karst mountains, as well as Zhongshan Val-
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ley formed by the deep erosion of the Nanpan River and its tributa-
ries, which together constitute a moderately shallow cut geomor-
phic map of Zhongshan Plateau. The topography of the region is
distinctive,, with mountains extending from north to south. The ter-
rain is high in the southeast and low in the northwest, forming a
significant fluctuation. The highest altitude reaches 2 775. 6 m,
while the lowest altitude is as low as 950 m, and the height differ-
ence between the two is as high as 1 825.6 m. This significant rel-
ative height difference further strengthens the three-dimensional
terrain characteristics of the area. In this paper, the local area of
Kaiyuan City is as the research area. The experimental data are
based on the monitoring images of natural resources in the first

quarter of 2024. The images include three bands of red, green and
blue, and the spatial resolution is 1 m. The spatial reference coor-
dinate system is CGCS2000_3_Degree_GK_Zone_34. The total im-
age width is 65826 x 51988, and the pixel depth is 8 bits.

3.2 Building of a sample library On the images, buildings
with independent spatial characteristics were marked by artificial
vectorization, and the extraction locations were randomly and even-
ly distributed in urban areas and mountainous areas. The scale size
of suspected illegal buildings is evenly distributed. A number field

was added to the layer, and a separate number is filled. The steps

of data preprocessing are shown in Fig. 2.

Note: a. Original image; b. Vector data; c. Clipping vector; d. Reclassification.

Fig.2 Steps of data preprocessing

Using Python’s GDAL library, the extracted vector layer was
superimposed with an image, and the minimum external rectangle
was clipped according to the pattern group. The clipped image was
reclassified, and the core idea of the classification algorithm is to
traverse pixel points. If they intersected with the range of vector
elements, they were reclassified as pixel value 1. If they did not
intersect with it, they were reclassified as pixel value 0. The coor-

Note: a, c. Original image; b, d. Building label.
Fig.3 Cases of label dataset

3.3 Setting of related parameters The total number of images
is 210, and 200 images participated in training, while 10 images
are as the test set. The size of the training batch was set to be
evenly divided by the number of samples, and it is 4 here. The
number of iterations of the training data was set to 30. The initial
learning rate was set to 0.000 1. The learning rate varies dynami-
cally according to a polynomial pattern.

3.4 Monitoring of model training process The monitoring
data of the training process are shown in Table 1 and Fig. 4. It can
be seen that with the increase of the number of iterations, the glob-
al accuracy and mean intersection over union rose constantly. The
learning rate gradually updated and decreased. Although the accu-

racy of buildings reached a peak of 84.3% at the 25" iteration, its

dinate information and size of the image before and after reclassifi-
cation were kept consistent, and the number of band channels be-
came 1 after clipping. The total number is 210.

The clipped image was used as the original image dataset,
containing 3 bands of red (R), green (G) and blue (B). The
reclassified image was used as the building label dataset, inclu-
ding 1 band. Cases are shown in Fig. 3.

global accuracy and mean intersection over union were not the
highest, so it was not suitable for the final training model from the
overall level.
3.5 Test results and accuracy verification The FCN model
was obtained by training 200 manually labeled samples. After 30
iterations, the class accuracy was 78. 6% for buildings and 90. 3%
for other classes. Global accuracy was 86.6% , and mean intersec-
tion over union was 73.6% . The training loss function value was
0.551 2.

In this paper, based on FCN, part of Kaiyuan City was taken
as the research area, and 210 images of different sizes were reclas-
sified into buildings and other categories. 200 images were ran-

domly selected as training samples, and iteratively analyzed to
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generate an intelligent extraction model of suspected illegal build-
ings. The remaining 10 images were as the prediction verification
set. At the same time, 10 images from the Yunnan World Map
website were selected to participate in the prediction and evaluate
the accuracy of the model.

The comparison of prediction results of the test set is shown in
Fig.5. Color images are the original images, while white images
are the label values of buildings; red images are the prediction val-
ues of buildings, and black images are the pixel values of other
classes. As can be seen from the images, the FCN model can pre-
dict the location of buildings and achieve reclassification, which
can be converted into vector elements by Python or other tools in
the later stage. In order to ensure the universality of the inspec-
tion, the scale of the test set is different, and the number of build-
ings covered is different; the building style is also diversified.

Table 1 Monitoring data of training process
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Fig. 4 Variation of global accuracy and mean intersection over
union with the number of iterations during training

Number of Function Learning Global Building Other Mean intersection Building Other
iterations loss rate accuracy accuracy accuracy over union overlap overlap
5 0.813 4 0.000 087 81.5 63.8 89.7 64.5 52.2 76.8
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Fig.5 Comparison of prediction results of the test set (part)

As shown in Table 2, the classification accuracy of buildings
and other classes reached 84% and 95% , respectively. Kappa co-
efficient, an evaluation indicator, is used to measure the accuracy
of classification and confirm whether remote sensing classification

images is consistent with actual ground images'"™’. Here, Kappa
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coefficient was 92. 01% , indicating a high consistency between
the prediction results and actual values. This is also true in terms
of the generated results. Most of the predicted results show the
characteristic of concentration. In the law enforcement work of
land satellite images, suspected illegal buildings are mostly con-
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centrated, and there is less detailed drawing, which is in line with

expectations.

Table 2 Confusion matrix of extraction results of the test set

Number of Number of predicted pixels

actual pixels All Building Others Total Correct rate
All 6478 759 1727501 4751258 6478 759 -
Building 1465726 1371 387 261 775 1633 162 0.84
Others 5013 033 261 775 4656919 4918 694 0.95
Total 6478 759 1633162 4918694 6551 856 -

Compared with the traditional manually extracted buildings,
the accuracy of this experiment tended to be higher on the basis
of saving time cost. Seen from the test results, the range of
buildings extracted by manual experience was included in the pre-
diction results of the test. Although the details of the local range
cannot reach the detailed manual drawing, it can ensure that
buildings were not missed, and only a small number of pixels were
exceeded.

4 Conclusions

The research on methods for the intelligent extraction of sus-
pected illegal buildings from land satellite images has great social
and economic values for building a modern investigation, monito-
ring and supervision service system of natural resources, improving
the service level of surveying and mapping geographic information
accelerating the development of social application of geographic in-
formation and remote sensing, and promoting the transformation of

. . [19
government departments’ supervision methods'"".

In this paper,
based on survey and monitoring images and the complex landform
of Kaiyuan City, Yunnan Province, data pre-processing was opti-
mized. Compared with the traditional method of building a sample
library, this experiment clipped the smallest external rectangle in
the form of " clustering" of multiple image spots, which greatly
improved the authenticity and diversity of sample data and the ac-
curacy of the model algorithm on the basis of data. The FCN mod-
el based on deep learning was used to achieve the intelligent ex-
traction of suspected illegal buildings from land satellite images.
The experimental results show that this separation model can be
used to complete the repetitive work, and then the output results
were secondarily analyzed and screened manually, which greatly
sped up the extraction process and analysis accuracy. From the re-
flection spectrum of remote sensing ground objects, the spectral
characteristics of buildings were more obvious than other ground
objects, which increased the feasibility of the model to a certain
extent.

There are the following problems in the experiment. Firstly,
in the screening of samples, the number of samples was small, so
that the features of model learning are relatively few. In general,
the proportion of buildings in the samples was relatively small.
Secondly, the frequency of data training was low, that is, 30 iter-
ations of training were conducted due to the time cost. Thirdly,
the accuracy of the test image was not high, resulting in blurred
extraction boundary, which affected the classification accuracy of
the model to a certain extent.

Based on the above problems, the future research directions
are as follows. Firstly, 0.5 m high-resolution images or UAV or-
thographic remote sensing images are used for the test, and the
number of samples should be increased as much as possible to im-
prove the accuracy of the model. Secondly, a test on the number
of iterations is conducted to constantly adjust parameters, optimize
weight, and strive to achieve a better solution of the training mod-
el. Thirdly, based on the range of buildings extracted in this pa-
per, it can be read by python or other tools and converted into
vector elements for use and analysis in the law enforcement of land
satellite images.
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atic structure chain between the historical and cultural space of
Huai’an and the Grand Canal culture. The study hopes to provide
a beneficial supplement for the research and practice of urban de-
velopment of Huai’an and the protection of the human settlement

environment of the Grand Canal.
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